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MAP ANNOTATION MESSAGING 

BACKGROUND 

0001 Map services (web-based or stand alone) provide 
users access to a wide range of geographic information and 
tools. For example, web-based map services enable users to 
enter a start location and a destination, resulting in a calcu 
lated route from the start location to the destination. Many 
Such services allow a user to specify characteristics of a route 
(e.g., fastest travel time, shortest distance, etc.), or to modify 
a calculated route, adding for example, more Scenic segments 
along the way. These services typically generate directions 
for navigating a calculated route that may, for example, be 
printed out and used as a reference while actually navigating 
a route. 

0002 In-car navigation systems, handheld global posi 
tioning system (GPS) devices, and GPS-enabled cell phones 
are a few examples of the many types of devices that are used 
by individuals for navigation assistance. For example, with an 
in-car navigation system, a user can enter a destination 
address. The navigation system calculates a route from the 
current location to the destination, and provides real-time 
directions for navigating the route as the user drives. Many 
navigation systems provide audio and visual cues for navi 
gating a calculated route. 

SUMMARY 

0003. This document describes map annotation messag 
ing. A map annotation message that includes any of a variety 
of data types is generated to represent a particular navigation 
route. The map annotation message is then transmitted to a 
receiving device. The map annotation message is analyzed to 
determine the navigation route represented by the message, 
and the receiving device presents the route, for example, to 
assista user in navigating along the route from a start location 
to a destination. 
0004. A map annotation message may include any com 
bination of data including, but not limited to, map data, audio 
data, image data, pointer data, ink data, and Supplemental 
data. In an example implementation, temporal relationships 
between different data types included in the map annotation 
message are used to analyze the map annotation message to 
effectively determine the represented route. Optical character 
recognition (OCR) may be used to analyze map data pre 
sented as an image and Voice recognition techniques may be 
used to analyze audio data (e.g., spoken directions for navi 
gating a route). 
0005. When presenting a route represented by a map anno 
tation message, the receiving device may presentaudio and/or 
visual cues generated by the receiving device based on the 
route. Alternatively, the receiving device may present audio 
and/or visual cues made up of data from the map annotation 
message. In another alternate implementation, while present 
ing the route represented by a map annotation message, the 
receiving device may augment data received in the message 
with audio and/or visual cues generated by the receiving 
device. 
0006. A receiving device may present a map annotation 
message differently at different times depending on a deter 
mined context. A context may be determined, for example, 
based on a prescribed function of the receiving device, the 
specific data types included in the map annotation message, 
or a perceived level of user activity 
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0007. This Summary is provided to introduce a selection 
of concepts in a simplified form that are further described 
below in the Detailed Description. This Summary is not 
intended to identify key features or essential features of the 
claimed Subject matter, nor is it intended to be used as an aid 
in determining the scope of the claimed Subject matter. The 
term “techniques.” for instance, may refer to device(s), sys 
tem(s), method(s) and/or computer-readable instructions as 
permitted by the context above and throughout the document. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008. The detailed description is described with reference 
to the accompanying figures. In the figures, the left-most 
digit(s) of a reference number identifies the figure in which 
the reference number first appears. The same numbers are 
used throughout the drawings to reference like features and 
components. 
0009 FIG. 1 is a pictorial diagram of an environment 
within which map annotation messaging may be imple 
mented. 
0010 FIG. 2 is a block diagram that illustrates compo 
nents of an example map annotation message. 
0011 FIG. 3 is a block diagram that illustrates receipt of a 
map annotation message by an in-car navigation system. 
0012 FIG. 4 is a pictorial diagram of an example presen 
tation of a map annotation message by an in-car navigation 
system. 
0013 FIG. 5 is a block diagram that illustrates compo 
nents of an example map annotation message. 
0014 FIG. 6 is a block diagram that illustrates receipt of a 
map annotation message by a hand-held global positioning 
system (GPS) device. 
0015 FIG. 7 is a block diagram that illustrates selected 
components of an example authoring device for generating 
map annotation messages. 
0016 FIG. 8 is a block diagram of select components of an 
example map annotation application. 
0017 FIG. 9 is a block diagram that illustrates selected 
components of a receiving device configured to present map 
annotation messages. 
0018 FIG. 10 is a block diagram of select components of 
an example geographic navigation application. 
0019 FIG. 11 is a flow diagram of an example process for 
generating and transmitting a map annotation message. 
0020 FIG. 12 is a flow diagram of an example process for 
receiving and analyzing a map annotation message. 
0021 FIG. 13 is a flow diagram of an example process for 
presenting a map annotation message. 
0022 FIG. 14 is a flow diagram of an example process for 
presenting a map annotation message based on a determined 
COInteXt. 

0023 FIG. 15 is a flow diagram of another example pro 
cess for presenting a map annotation message based on a 
determined context. 

DETAILED DESCRIPTION 

0024. A map annotation message is generated by a user at 
an authoring device, and is transmitted to a receiving device. 
The receiving device presents the received map annotation 
message. In an example implementation, presentation of the 
map annotation message is based on a determined context. 
The context according to which the map annotation message 
is presented may be based on any number of factors, includ 
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ing, but not limited to, a prescribed function of the receiving 
device, the specific data types included in the map annotation 
message, and/or a perceived level of user activity. In other 
words, a single map annotation message may be presented 
differently by different receiving devices, or may be pre 
sented differently by the same receiving device depending on 
other factors, such as user activity. 
0025. The discussion begins with a section entitled 
“Example Environment, which describes one non-limiting 
network environment in which map annotation messaging 
may be implemented. A section entitled “Example Map 
Annotation Messages” follows, and illustrates and describes 
structure and presentation of example map annotation mes 
sages. A third section, entitled “Example Authoring Device.” 
illustrates and describes an example device for generating a 
map annotation message. A fourth section, entitled “Example 
Receiving Device illustrates and describes an example 
device for receiving and presenting a map annotation mes 
sage. A fifth section, entitled “Example Operation,” illustrates 
and describes example processes for generating, receiving, 
and presenting a map annotation message. Finally, the dis 
cussion ends with a brief conclusion. 
0026. This brief introduction, including section titles and 
corresponding Summaries, is provided for the reader's con 
Venience and is not intended to limit the scope of the claims, 
nor the proceeding sections. 

Example Environment 
0027 FIG. 1 illustrates an example environment 100 in 
which map annotation messaging may be implemented. 
Example environment 100 includes an authoring device 102, 
a network 104, and a receiving device 106. In FIG. 1, author 
ing device 102 is illustrated as a computer system that 
includes a laptop computer 108 with peripheral devices 
including a mouse 110, a microphone 112, and a pen tablet 
114. An authoring device may be implemented in many 
forms, including, but not limited to, a personal computer, a 
mobile phone, or a mobile computing device. Authoring 
device 102 may be implemented as any device configurable to 
generate and transmit a map annotation message. 
0028. Using authoring device 102, a user 116 generates a 
map annotation message 118. Example map annotation mes 
sage 118 is multi-dimensional, including map data 120, audio 
data 122, and image data 124. Map annotation message 118 is 
just one example of a map annotation message. Other 
examples of map annotation messages may include any com 
bination of any number of data types. A map annotation 
message may be any electronic message that provides map 
annotation data, and that may be transmitted from an author 
ing device to a receiving device. A map annotation message 
may include a single type of data (e.g., audio data), or the map 
annotation message may be multi-dimensional, including 
multiple types of data (e.g., map data, ink data, and audio 
data). 
0029 Map annotation message 118 is transmitted over the 
network 104 to a receiving device 106. Network 104 may be 
any type of communication network, including, but not lim 
ited to, the Internet, a wide-area network, a local-area net 
work, a satellite communication network, or a cellular tele 
phone communications network. 
0030 FIG. 1 illustrates three specific examples of receiv 
ing devices, including an in-car navigation system 106(1), a 
mobile phone 106(2) and a mobile GPS device 106(3). The 
receiving devices 106 illustrated in FIG. 1 are merely three 
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examples. In practice, a receiving device may be any device 
configurable to receive and present map annotation messages. 
Example receiving devices may include, but are not limited 
to, personal computers, in-car navigation systems, portable 
navigation systems, mobile phones, mobile computing 
devices, and mobile GPS devices. 

Example Map Annotation Messages 

0031 FIGS. 2-4 illustrate receipt and presentation of an 
example map annotation message through an in-car naviga 
tion system. FIG. 2 illustrates components of an example map 
annotation message 118. In the illustrated example, map 
annotation message 118 includes map data 202, ink data 204. 
pointer data 206, route data 208, audio data 210, and image 
data 212. Map data 202 may include, for example, a portion of 
a foundational map provided by a map service, such as 
Microsoft Corporation's BingTM Maps. 
0032. Ink data 204 and pointer data 206 may include anno 
tations over the map data. For example, ink data 204 may be 
generated when a user utilizes a pen tablet 114 to draw a route 
over the map data 202. Similarly, pointer data 206 may be 
generated whena user utilizes amouse or other pointer device 
to identify points of interest related to the map data. For 
example, the user may point out various landmarks using a 
pointer device. 
0033 Route data 208 includes data that identifies a route 
that may be navigated. The route data may be generated, for 
example, by a map service. Such as Microsoft Corporation's 
BingTM Maps. Route data 208 typically includes a start loca 
tion, a destination location, route segments between the start 
location and the destination location, and segment distances. 
0034 Audio data 210 may be generated by a user, for 
example using microphone 112. In the illustrated example, 
the audio data 210 includes user-generated audible directions 
for navigating the route. 
0035. In the illustrated example, map annotation message 
118 also includes image data 212. In this example, image data 
212 is a user-submitted photo of the Space Needle, which is 
referenced in the audio data as a landmark. 

0036. As discussed above with reference to FIG. 1, the 
generated map annotation message 118 is transmitted to a 
receiving device 106. FIG. 3 illustrates receipt of the map 
annotation message by receiving device 106(1), an in-car 
navigation system. FIG. 3 illustrates a correlation between 
select components of example receiving device 106(1) and 
components of the map annotation message 118. 
0037 Example receiving device 106(1) includes a system 
map 302, a route module 304, a voice recognition module 
306, a video output 308, and an audio output 310. In the 
illustrated example, map data 202 from the map annotation 
message 118 is correlated with system map 302 of the receiv 
ing device 106(1). For example, map data 202 is analyzed to 
determine a geographic area represented by the map data 202. 
That same area is then identified in the system map 302. 
0038 Route data 208 is processed by route module 304 to 
determine a route that is formatted for use by the receiving 
device 106(1), and that correlates with the route data 208. The 
ink data 204 and pointer data 206 are also utilized by route 
module 304, for example, to further enhance the data associ 
ated with the determined route. For example, if the pointer 
data 206 identifies landmarks along the route, identification 
of those landmarks may be added to the device-formatted 
route data. 
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0039 Audio data 210 is processed by voice recognition 
module 306, and segmented according to the route data 208. 
For example, the audio data 210 may be fairly short in dura 
tion (e.g., less than 2 minutes), while actually navigating the 
route may take at least several minutes. By segmenting the 
audio data according to the route, the receiving device 106(1) 
can present portions of the audio data at appropriate times 
during actual navigation of the route. 
0040. Image data 212 is output through the video output 
308. In an example implementation, the image data is also 
correlated with the route data 208 and the audio data 210 so 
that the image data 212 is displayed at an appropriate time 
during actual navigation of the route. 
0041. In an example implementation, the various data 
components of the map annotation message 118 are pro 
cessed in conjunction with one another to enable a contextual 
presentation of the message. For example, the ink and pointer 
data may temporally correspond to the audio data (e.g., the 
user who generated the message may have used a mouse or 
pen tablet to trace the route and point out landmarks, while 
simultaneously speaking the directions into a microphone). 
As such, words in the audio data 210, recognized by the voice 
recognition module 306, are correlated with road names in the 
route data 208 and with landmarks which may be represented 
in the image data 212. Furthermore, locations along the route 
may be determined, in part, based on recognition of words 
spoken in the audio data 210 at a time that corresponds to 
pointer data 206 that is at or near a particular location repre 
sented by the map data 202. By analyzing the various map 
annotation message components in correlation with one 
another, the audio and image data can then be presented at an 
appropriate time with relation to a route for which navigation 
directions are being presented. 
0042 FIG. 4 illustrates an example display of in-car navi 
gation system 106(1) as map annotation message 118 is pre 
sented. In-car navigation system 106(1) displays a map 402 
with an indicated route 404. Arrow 406 indicates a current 
location. Simultaneously, and in the context of the current 
location, the audio data 210 from the map annotation message 
118 is also presented, for example, through an audio output 
310 associated with the in-car navigation system 106(1). As 
the audio referencing the Space Needle is played, the image 
of the Space Needle from image data 212 of the map annota 
tion message 118 is also presented on the display device. 
0043 FIGS. 5 and 6 illustrate receipt of another example 
map annotation message by a mobile GPS device. FIG. 5 
illustrates an example map annotation message 502 that 
includes only a map image 504 and audio data 506. As dis 
cussed above with reference to FIG. 2, a map annotation 
message may include a variety of types of data. In the 
example shown, rather than including pre-generated map 
data, the map annotation message 502 includes a scanned 
image of a hand-sketched map 504. Map annotation message 
502 also includes audio data 506, which provides audible 
directions for navigating a route indicated on the hand 
sketched map 504. 
0044 FIG. 6 illustrates receipt of map annotation message 
502 by receiving device 106(3), a mobile GPS device. FIG. 6 
illustrates a correlation between select components of 
example receiving device 106(3) and components of the map 
annotation message 502. 
0045 Example receiving device 106(3) includes a system 
map 602, a route module 604, an optical character recognition 
(OCR) module 606, a voice recognition module 608, a video 
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output 610, and an audio output 612. In the illustrated 
example, the map image 504 from the map annotation mes 
sage 502 is correlated with system map 602 of the receiving 
device 106(3). In an example implementation, OCR module 
606 processes the map image 504 to identify keywords, such 
as road names, to identify a geographical area within the 
system map 602 that is represented by the map image 504. 
0046) Audio data 506 is processed by voice recognition 
module 608. The directions extracted from audio data 506 are 
then utilized by route module 604 to determine a route to be 
navigated. The audio data 506 may be segmented based on the 
route, as discussed above with reference to FIG. 3. Mobile 
GPS device 106(3) then presents the determined route, and 
the segmented audio data to enable user navigation of the 
route represented by map annotation message 502. 
0047. As illustrated in FIG. 5, the example map image 504 

is not based on a pre-generated map foundation. Furthermore, 
map image 504 may not be drawn to scale. In Such an 
example, the receiving device may process the map image 
504 and the audio data 506 in conjunction with one another to 
facilitate identifying the geographical area represented by the 
map image 504, and to determine a route represented by the 
map annotation message 502. For example, the OCR module 
606 may extract the road names, “Riverside Ave.” “Division.” 
“Indiana,”, “Post, and “Cora” from the map image. The voice 
recognition module 608 may extract directions and road 
names, such as, “West on Riverside.” “North on Division.” 
and “North on Post' from the audio data. Based on the order 
in which navigational directions and road names are identi 
fied in the audio data 506 in combination with the text 
extracted from the map image 504, the receiving device iden 
tifies a geographic region within system map 602. For 
example, the receiving device locates roads within system 
map 602 that have the extracted road names and are oriented 
with relationship to one another in a manner that reflects the 
directions in the audio data. 

Example Authoring Device 
0048 FIG. 7 illustrates select components of an example 
authoring device 700. As discussed above, computer system 
102 is one example of a particular authoring device. Other 
examples of authoring devices may include, but are not lim 
ited to, a personal computer, a mobile phone, a mobile com 
puting device, a portable GPS device, or an in-car navigation 
system. Example authoring device 700 includes one or more 
processors 702, one or more communication interfaces 704, 
optional peripheral device interfaces 706, audio and visual 
inputs and outputs 708, and memory 710. An operating sys 
tem 712, a map annotation application 714, a message gen 
eration module 716, and any number of other applications 
718 are stored in memory 710 and executed on processor 702 
to enable authoring of map annotation messages. Although 
shown as separate components, map annotation application 
714 and message generation module 716 may be imple 
mented as one or more applications or modules, or may be 
integrated as components within a single application. 
0049. In the illustrated example, communication interface 
(s) 704 enable authoring device 700 to transmit a map anno 
tation message, for example, over a network 104. Alterna 
tively, a map annotation message may be transmitted to an 
intermediary device (e.g., a universal serial bus (USB) stor 
age device), which is then used to transfer the map annotation 
message to a receiving device. Peripheral device interface(s) 
706 enable input of data through peripheral devices, such as, 
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for example, a mouse 110 or other pointer device, a micro 
phone 112, or a pen tablet 114. Authoring device 700 may be 
implemented to interface with any number of any type of 
peripheral devices. Furthermore, as indicated in FIG. 7, 
peripheral device interface(s) 706 are optional. Depending on 
the authoring device, peripheral device interfaces may or may 
not exist. For example, a mobile computing device may 
include a built-in microphone, but not include any additional 
peripheral device interfaces. 
0050 Audio/visual input/output 708 may include a variety 
of means for inputting or outputting audio or visual data. For 
example, audio/visual input/output 708 may include, but is 
not limited to, a display Screen, a soundcard and speaker, a 
microphone, a camera, and a video camera. 
0051 Map annotation application 714 represents any 
application or combination of applications that enables a user 
to identify or specify a geographic area, and to provide any 
type of annotation of the geographic area. Examples may 
include, but are not limited to, any combination of a browser 
application through which a web-based map service may be 
accessed, Scanning Software for receiving a scanned copy of 
a map, a stand-alone mapping application, or a geographic 
navigation application. 
0052 Message generation module 716 may be imple 
mented as a stand-alone application, or may be a component 
of a larger application. For example, message generation 
module 716 may be a component of map annotation applica 
tion 714. Alternatively, message generation module 716 may 
be implemented as part of, or used in conjunction with, an 
email application or a voice over IP (VoIP) telephone appli 
cation. Message generation module 716 compiles any com 
bination of map annotation data into a single, transmissible 
message. 
0053 Although illustrated in FIG. 7 as being stored in 
memory 710 of authoring device 700, map annotation appli 
cation 714 and/or message generation module 716, or por 
tions thereof, may be implemented using any form of com 
puter-readable media that is accessible by authoring device 
700. Computer-readable media may include, for example, 
computer storage media and communications media. 
0054 Computer storage media includes volatile and non 
volatile, removable and non-removable media implemented 
in any method or technology for storage of information Such 
as computer readable instructions, data structures, program 
modules, or other data. Computer storage media includes, but 
is not limited to, RAM, ROM, EEPROM, flash memory or 
other memory technology, CD-ROM, digital versatile disks 
(DVD) or other optical storage, magnetic cassettes, magnetic 
tape, magnetic disk storage or other magnetic storage devices, 
or any other non-transmission medium that can be used to 
store information for access by a computing device. 
0055. In contrast, communication media may embody 
computer readable instructions, data structures, program 
modules, or other data in a modulated data signal. Such as a 
carrier wave, or other transmission mechanism. As defined 
herein, computer storage media does not include communi 
cation media. 
0056 FIG. 8 illustrates select components of an example 
map annotation application 714. Example map annotation 
application 714 includes system map data 802, ink data cap 
ture module 804, pointer data capture module 806, audio 
capture module 808, user image data 810, route data module 
812, message timeline module 814, and Supplemental data 
module 816. 
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0057 System map data 802 provides a foundational map 
on which annotation data may be added. For example, author 
ing device 700 may include a stand-alone navigation appli 
cation that includes a pre-generated map of a particular geo 
graphic region (e.g., the western United States). As another 
example, authoring device 700 may be connected to the Inter 
net, and through a browser application, a web-based map 
service may be accessed (e.g., Microsoft Corporations, 
BingTM Maps) to provide a foundational map. 
0.058 Although the examples given herein illustrate and 
describe map data that represents large geographic areas, 
other types of map data are also supported. For example, and 
not by way of limitation, a map annotation message may be 
generated to assista user in navigating an amusement park, a 
Zoo, a museum, a shopping mall, or other similar locations. 
0059. Ink data capture module 804 receives and records 
ink data as input by a user, for example, through a pen tablet 
or other pointing device configured to record ink data. Simi 
larly, pointer data capture module 806 receives and records 
pointer data as input by a user, for example, through a mouse 
or other pointing device configured to control a visual pointer, 
Such as a cursor. In an exemplary implementation, both the 
ink data and the pointer data is recorded along with a timeline 
that represents a time at which any particular portion of the 
ink data or pointer data was input. 
0060 Audio capture module 808 receives and records 
audio input, for example, as input through a microphone. In 
an exemplary implementation, the audio data is recorded 
along with a timeline that represents a time at which any 
particular portion of the audio was input. 
0061 User image data 810 stores any type of image data 
that is input or identified by the user for inclusion with the 
map annotation message. For example, as described above 
with reference to FIG. 2, a user may identify a photo of a 
landmark to be included with a map annotation message. As 
another example, as described above with reference to FIG. 5, 
rather than identifyingaportion of a pre-defined foundational 
map, an image of a map may be identified as an image to be 
included in the map annotation message. 
0062 Route data module 812 records data that represents 
a navigational route to be represented by the map annotation 
message. For example, a user may generate the map annota 
tion message, at least in part, by accessing a web-based map 
service and requesting that the service generate driving direc 
tions from a start location to a destination. In an alternate 
implementation, a user may generate a map annotation mes 
sage, at least in part, by utilizing a personal GPS device, in-car 
navigation system, or other such device, in a record mode. In 
this implementation, as the user travels aparticular route, data 
describing the route being traveled is recorded for later inclu 
Sionina map annotation message. The device may also record 
a user's voice while recording the route, such that the voice 
data, along with the recorded route data, are then combined to 
create a map annotation message to be saved and/or transmit 
ted to another device. In an example implementation, 
recorded route data may be further augmented, for example 
using a personal computer, with user-Submitted ink data, 
pointer data, Supplemental data, etc. to create an enhanced 
map annotation message. Route data typically includes, for 
example, segments of a navigational route, and distances 
associated with each segment. 
0063 Message timeline module 814 records a timeline 
associated with the message. For example, as a user begins 
creating map annotation data, a message timeline is initiated. 
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One or more of ink data, pointer data, audio data, route data, 
and image data are recorded in conjunction with the timeline 
to establish a temporal relationship between each type of data. 
0064 Supplemental data module 816 represents any other 
type of data that may be included in a map annotation mes 
sage. For example, Supplemental data may include, but is not 
limited to, a universal resource locator (URL) for a web page 
associated with a particular landmark along a route, a tele 
phone number associated with a start location, a destination, 
or other location along a route, or an audio or video adver 
tisement for an event that may be occurring along or near the 
route. In an example implementation, Supplemental data may 
be gathered automatically by map annotation application 
when a map annotation message is generated, based on route 
data included in the message. In an alternate implementation, 
Supplemental data may be gathered and added to a previously 
generated map annotation message in response to a user 
request to send the map annotation message to a receiving 
device. 

Example Receiving Device 

0065 FIG. 9 illustrates select components of an example 
receiving device 900. As described above, a personal com 
puter, an in-car navigation system, a portable navigation sys 
tem, a mobile phone, a mobile computing device, and a 
mobile GPS device are specific examples of a receiving 
device 900. Example receiving device 900 includes one or 
more processors 902, one or more communication interfaces 
904, audio/visual output 906, and memory 908. A map anno 
tation message decomposition module 910 and a geographic 
navigation application 912 are stored in memory 908 and 
executed on processor 902. 
0066 Communication interface(s) 904 enable receiving 
device 900 to receive a map annotation message, for example, 
over one or more networks, including, but not limited to, the 
Internet, a wide-area network, a local-area network, a satellite 
communication network, or a cellular telephone communica 
tions network. Depending on the specific implementation, a 
map annotation message may be sent to a receiving device 
based on an identifier associated with the receiving device or 
associated with a user of the receiving device, including for 
example, an IP address, an email address, a URL, or a tele 
phone number. In an alternate implementation, communica 
tion interface 904 may represent a USB port on the receiving 
device through which a map annotation message may be 
transmitted from a USB storage device to the receiving 
device. 

0067. Audio/visual output 906 enables receiving device 
900 to output audio and/or visual data associated with a map 
annotation message. For example, receiving device may 
include a display screen and/or a speaker. 
0068 Map annotation message decomposition module 
910 is stored in memory 908 and executed on processor 902 
to extract components of a received map annotation message. 
For example, as discussed above with reference to FIGS. 2 
and 5, a map annotation message may include a variety of 
types of data. Map annotation message decomposition mod 
ule 910 identifies the various types of data included in a 
particular received map annotation message. In an example 
implementation, map annotation message decomposition 
module 910 analyzes one or more components of a received 
map annotation message. In an alternate implementation, as 
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described below and illustrated in FIG. 10, the received map 
annotation message may be analyzed by geographic naviga 
tion application 912. 
0069. Geographic navigation application 912 is stored in 
memory 908 and executed on processor 902 to provide geo 
graphic navigation instructions to a user. For example, an 
in-car navigation system is configured to receive a destination 
as an input, and, based on the destination, calculate a route, 
and present real-time instructions for navigating the route 
through an audio and/or video output. In an example imple 
mentation, when a map annotation message is received, the 
geographic navigation application 912 presents real-time 
instructions for navigating a route represented by the map 
annotation message rather than calculating a route based on a 
provided destination. The geographic navigation application 
912 may generate video output or may present visual data 
included in the map annotation message. Similarly, the geo 
graphic navigation application 912 may generate audio out 
put, or may present audio included as part of the map anno 
tation message. 
0070 Although shown as separate components, map 
annotation message decomposition module 910 and geo 
graphic navigation application 912 may be implemented as 
one or more applications or modules, or may be integrated, in 
whole or in part, as components within a single application. 
0071 Although illustrated in FIG. 9 as being stored in 
memory 908 of receiving device 900, map annotation mes 
sage decomposition module 910 and/or geographic naviga 
tion application 912, or portions thereof, may be imple 
mented using any form of computer-readable media that is 
accessible by receiving device 900. Computer-readable 
media may include, for example, computer storage media and 
communications media. 

0072 Computer storage media includes volatile and non 
volatile, removable and non-removable media implemented 
in any method or technology for storage of information Such 
as computer readable instructions, data structures, program 
modules, or other data. Computer storage media includes, but 
is not limited to, RAM, ROM, EEPROM, flash memory or 
other memory technology, CD-ROM, digital versatile disks 
(DVD) or other optical storage, magnetic cassettes, magnetic 
tape, magnetic disk storage or other magnetic storage devices, 
or any other non-transmission medium that can be used to 
store information for access by a computing device. 
0073. In contrast, communication media may embody 
computer readable instructions, data structures, program 
modules, or other data in a modulated data signal. Such as a 
carrier wave, or other transmission mechanism. 
0074 FIG. 10 illustrates select components of an example 
geographic navigation application 912. Example geographic 
navigation application 912 includes system map data 1002, 
route module 1004, video output 1006, audio output 1008, 
OCR module 1010, voice recognition module 1012, map 
correlation module 1014, pointerfink data correlation module 
1016, temporal message analysis module 1018, and audio 
generation module 1020. In specific receiving devices, any 
number of the components shown in FIG.10 may be optional. 
0075 System map data 1002 includes, for example, a pre 
defined foundation map that is used to calculate navigation 
routes. System map data 1002 may include map data stored 
locally on receiving device 900, or may include a map that is 
accessible over a network, for example, from a web-based 
map service. 
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0076 Route module 1004 includes logic for calculating a 
route based on a start location, a destination, and the system 
map data. Route module 1004 is further configured to identify 
a route represented by data received in a map annotation 
message. For example, a map annotation message may 
include well-formatted route data, Such as that generated by a 
web-based map service. Alternatively, route data may be 
extracted from an audio data component of a map annotation 
message, and then formatted into route data that is recognized 
by the geographic navigation application. 
0077 Video output 1006 and audio output 1008 enable 
output of navigation instructions through a video display 
and/or an audio system. 
0078 OCR module 1010 is configured to perform optical 
character recognition on image data received as part of a map 
annotation message. For example, as described above with 
reference to FIG. 5, a map annotation message may include a 
scanned image of a map sketch. OCR module 1010 is con 
figured to perform optical character recognition on Such an 
image to extract keywords Such as road names, landmark 
names, directions, and so on. 
0079 Voice recognition module 1012 is configured to 
extract words from audio data received as part of a map 
annotation message. For example, a map annotation message 
may include spoken directions for navigating a particular 
route. Voice recognition module 1012 extracts keywords such 
as road names, landmark names, directions, and so on, from 
the received audio data. 
0080 Map correlation module 1014 is configured to cor 
relate a received map annotation message with system map 
data 1002. For example, if the map annotation message 
includes map data that is formatted similarly to system map 
data 1002, map correlation module 1014 is configured to 
identify a geographic area represented by the map data in the 
map annotation message, and identify the same geographic 
are in the system map data 1002. Alternatively, if the map 
annotation message does not include well-formatted map 
data, map correlation module 1014 is configured to analyze 
other data from the map annotation message to determine a 
geographic area within System map data 1002 represented by 
the map annotation message. For example, based on Street 
names and landmarks mentioned in an audio data component 
of the map annotation message, the map correlation module 
1014 is configured to locate a geographic area that includes 
streets having those same names. 
0081 Pointer/ink data correlation module 1016 is config 
ured to correlate pointer data and/or ink data from a received 
map annotation message with system map data 1002. For 
example, a route traced by a user with digital ink when then 
map annotation message was created is matched up with 
specific locations in system map data 1002. Similarly, land 
marks or other points of interest that may be indicated by 
pointer data within the map annotation message are identified 
in system map data 1002. 
0082 Temporal message analysis module 1018 is config 
ured to analyze multiple components of a map annotation 
message in temporal relation to one another. For example, a 
map annotation message may include ink data, pointer data, 
and/or audio data, each of which may have an associated 
timeline that represents a time span over which the data was 
input by a user. If the timelines overlap (e.g., the user was 
recording themselves speaking directions while moving a 
cursor along a route on a map, recording the pointer data), 
then temporal message analysis module is configured to cor 
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relate portions of the audio data with portions of the pointer 
data that correspond to distinct segments of a navigation 
route. Temporal message analysis module 1018 may also be 
configured to identify route segments to which image data in 
the map annotation message corresponds. For example, an 
image of a landmark may be correlated with a segment of a 
route that is closest to the landmark shown in the image, based 
on keywords and timeline information extracted from audio 
data in the map annotation message. 
I0083) Audio generation module 1020 is configured togen 
erate spoken audio cues to directa user to navigate aparticular 
route. For example, when a user enters a destination into an 
in-car navigation system, the system provides spoken direc 
tions to the user as the user navigates a calculated route to the 
destination. Similarly, audio generation module 1020 may 
generate audio to be presented along with a route represented 
by a map annotation message. In an example implementation, 
if a received map annotation message does not include audio 
data, audio generation module 1020 generates spoken navi 
gation instructions that correspond with the route represented 
by the map annotation message. In an alternate implementa 
tion, if the map annotation message includes audio data, the 
audio generation module 1020 generates spoken navigation 
instructions for presentation along with the audio data from 
the map annotation message. For example, the audio data 
from the map annotation message may include directions, but 
may be lacking any information regarding distance. Based on 
the determined route, audio generation module 1020 may 
generate additional audio that provides distances for each 
route segment, and receiving device 900 may present the 
generated audio in conjunction with the audio data included 
in the map annotation message. 

Example Operation 

I0084 FIGS. 11-14 are flow diagrams of example pro 
cesses for generating, receiving, and presenting a map anno 
tation message. These processes are illustrated as collections 
of blocks in logical flow graphs, which represent sequences of 
operations that can be implemented in hardware, software, or 
a combination thereof. In the context of software, the blocks 
represent computer-executable instructions stored on one or 
more computer-readable media that, when executed by one or 
more processors, cause the processors to perform the recited 
operations. Note that the order in which the processes are 
described is not intended to be construed as a limitation, and 
any number of the described process blocks can be combined 
in any order to implement any of the processes, or alternate 
processes. Additionally, individual blocks may be deleted 
from any of the processes without departing from the spirit 
and scope of the subject matter described herein. Further 
more, while these processes are described with reference to 
the authoring device 700 and receiving device 900 described 
above with reference to FIGS. 7-10, other computer architec 
tures may implement one or more of these processes in whole 
or in part. 
I0085 FIG. 11 illustrates an example process 1100 for 
generating a map annotation message. As discussed above 
with reference to FIGS. 2 and 5, map annotation messages 
may include any combination of data types. For example, a 
map annotation message may include a single data type (e.g., 
a scanned in image of a map, route data, or audio data in the 
form of spoken navigation directions), or a map annotation 
message may include multiple data types (e.g., map data, ink 
data, and audio data). FIG. 11 illustrates a process for gener 
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ating a map annotation message with multiple data types, 
however, any one or more of the blocks shown in FIG. 11 may 
be optional for a particular map annotation message. 
I0086. At block 1102, map data is identified. For example, 
a geographic area may be selected from a web-based map 
service or a map annotation application 714 stored locally on 
an authoring device 700. Alternatively, a map may be scanned 
into the system in electronic form based on a hard copy. A 
map that is scanned in may be based on an accurate, profes 
sionally crafted map, or it may be based, for example, on a 
sketch, which may or may not be to scale. 
0087. At block 1104, a message timeline is initiated. For 
example, message timeline module 814 notes a start time of 
the message annotation. The timeline is generated to provide 
temporal context for data in the map annotation message. 
0088 At block 1106, route data is received. For example, 
using a web-based map service or local geographic applica 
tion, a user may enter a starting location and a destination. 
Based on the staring location and the destination, the web 
based map service or local geographic application may cal 
culate a route. Alternatively, a user may use a geographic 
application to specify a route between the starting location 
and the destination. In another alternate implementation, a 
route may be recorded as it is traveled using, for example a 
record mode of a personal GPS device or in-car navigation 
system. In an example implementation, route data includes 
route segments (e.g., defined by changes in location, changes 
in road names, or turns), directions (e.g., north, South, east, 
west, left, right, etc.), and segment lengths. 
I0089. At blocks 1108 and 1110, ink data and pointer data 
is received. For example, using a designated pointer device 
(e.g., a pen tablet 114, mouse 110, or finger on a touch 
screen), a user digitally annotates the map with freeform lines 
or other markings that are recorded as ink data. Similarly, a 
user may use Such a designated pointer device to point to 
locations on the map or trace a route on the map. Such point 
ing is recorded as non-marking pointer data. In an example 
implementation, ink data capture module 804 captures ink 
data, while pointer data capture module 806 captures pointer 
data. 

0090. At block 1112, audio data is received. For example, 
using a microphone 112, a user records spoken directions for 
navigating from a starting location to a destination location. 
The audio may also include, for example, commentary 
regarding landmarks along the route. 
0091 At block 1114, image data is received. For example, 
a user identifies an image of a landmark that is located along, 
or visible from, the described route. In an example implemen 
tation, an image may be uploaded from a camera, downloaded 
from the Internet, or identified on a local storage device. 
0092. At block 1116, supplemental data is received. For 
example, a website associated with a landmark along the 
route may be determined. In an example implementation, a 
user may enter Supplemental data. In an alternate implemen 
tation, message generation module 716 identifies points of 
interest along a route represented by the map annotation data, 
and automatically searches for related Supplemental data. 
0093. At block 1118, a map annotation message is gener 
ated. For example, message generation module 716 formats 
data received through map annotation application 714, and 
packages the data as a map annotation message. Any number 
of formats may be used to package a map annotation message, 
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including, but not limited to, a configuration file (e.g., a .ini 
file), a text file, or a markup language document (e.g., an 
XML file). 
0094. At block1120, the map annotation message is trans 
mitted to a receiving device. For example, the map annotation 
message may be sent over a network to a receiving device. 
The network may be any type of network, including but not 
limited to, the Internet, a wide-area network, a local-area 
network, a satellite network, a cable network, or a cellular 
telephone network. In an example implementation, when 
transmitted over a network, the map annotation message may 
be addressed to the receiving device using an email address, 
an IP address, a phone number, any other type of user or 
device identifier. Alternatively, the map annotation message 
may be saved to a portable storage device, which is then 
transferred from the authoring device 700 to a receiving 
device 900. 
0.095 FIG. 12 illustrates an example process for receiving 
and processing a map annotation message. As discussed 
above with reference to FIGS. 2 and 5, map annotation mes 
sages may include any combination of data types. For 
example, a map annotation message may include a single data 
type (e.g., a scanned in image of a map, route data, or audio 
data in the form of spoken navigation directions), or a map 
annotation message may include multiple data types (e.g., 
map data, ink data, and audio data). FIG. 12 illustrates a 
process for receiving and presenting a map annotation mes 
sage with multiple data types, however, any one or more of the 
blocks shown in FIG.12 may be optional for aparticular map 
annotation message 
(0096. At block 1202, the message is received. For 
example, receiving device 900 receives a map annotation 
message through communication interface 904. 
0097. At block 1204, map data included in the map anno 
tation message is correlated to system map data associated 
with the receiving device. For example, if the map annotation 
message includes well-formatted map data, map correlation 
module 1014 extracts boundaries of the received map data 
and correlates those boundaries to system map data 1002. In 
an alternate example, as illustrated in FIG. 5, the map anno 
tation message may include a scanned image of a map, which 
may or may not be to scale. In such an example, OCR module 
1010 performs optical character recognition against the map 
data to identify locations, such as Street names, which are then 
used by map correlation module 1014 to correlate the 
received map data with the system map data 1002. 
0098. At block 1206, pointer data and/or ink data included 
in the map annotation message is registered with the system 
map data. For example, pointerfink data correlation module 
1018 identifies locations associated with pointer data and/or 
ink data in the map annotation message. These locations are 
identified in relation to system map data 1002. 
0099. At block 1208, voice recognition is performed on 
audio data included in the map annotation message. For 
example, Voice recognition module 1012 performs Voice rec 
ognition on any received audio data. 
0100. At block 1210, a navigation route is determined 
based on the data in the received message. If the map anno 
tation message includes route data, then route module 1004 
correlates the received route data with the system map data to 
create route data that is formatted for the receiving device. 
Alternatively, a combination of pointer data, ink data, audio 
data, and/or map data is analyzed to determine a route repre 
sented by the map annotation message. For example, tempo 
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ral message analysis module 1016 analyzes temporal rela 
tionships between keywords extracted from the audio data 
and locations represented by the pointer data and ink data to 
identify a series of locations. Route module 1004 uses geo 
graphic relationships within the series of locations, along 
with direction words extracted from the audio data to con 
struct a route consistent with the data received in the map 
annotation message. 
0101. As described above, route data, whether received in 
the map annotation message or generated by route module 
1004, is made up of route segments. At block 1212, the audio 
data is segmented based on segments of the determined route. 
For example, geographic navigation application 912 uses 
data extracted using Voice recognition module 1012 and the 
determined route to segment the audio data such that each 
audio segment corresponds with a particular segment of the 
route. Temporal message analysis module 1018 may also be 
utilized to segment the received audio data. 
0102 At block 1214, image data included in the map 
annotation message is correlated with segments of the deter 
mined route. For example, temporal message analysis mod 
ule 1016 identifies temporal relationships between an image 
included in the map annotation message and the pointerfink 
data and/or the audio data to determine a route segment with 
which the image is related. For example, when the map anno 
tation message was created, the image file may have been 
referenced when the message author was describing a par 
ticular landmark along a particular roadway. Accordingly, a 
temporal relationship exists between the audio data describ 
ing the landmark, ink or pointer data along the particular 
roadway, and the image data. Based on this relationship, the 
image data is associated with the route segment that includes 
the particular roadway. 
0103) At block 1216, supplemental data included in the 
map annotation message is correlated with segments of the 
determined route. For example, temporal message analysis 
module 1016 identifies temporal relationships between 
Supplemental data included in the map annotation message 
and the image data, the pointer/ink data, and/or the audio data 
to determine a route segment with which the Supplemental 
data is related. 
0104. At block 1218, the message is presented as a navi 
gation route. Presentation of the map annotation message is 
described in further detail below, with reference to FIG. 13. 
0105 FIG. 13 illustrates an example process 1218 for 
presenting a map annotation message. 
0106. At block 1302, a next route segment is determined 
based on a current location. For example, geographic naviga 
tion application 912 uses GPS technology to identify a cur 
rent location, and based on the current location, determines a 
next segment of a route being navigated. 
0107 At block 1304, a visual cue for the route segment is 
presented. For example, geographic navigation application 
may present an arrow to the right on a display screen, visually 
indicating an upcoming right hand turn. 
0108. At block 1306, audio data from the map annotation 
message is presented for the route segment. For example, 
geographic navigation application 912 presents a portion of 
the audio data from the map annotation message that was 
recorded while pointer data was entered along a portion of the 
map corresponding to the route segment. 
0109 At block 1308, generated audio data is presented for 
the route segment. For example, geographic navigation appli 
cation 912 presents audio generated by the geographic navi 
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gation application 912 that corresponds to the route segment. 
For example, if the map annotation message does not include 
audio that corresponds to the segment, generated audio is 
presented. As another example, the audio data in the map 
annotation message may provide directions, but no distance, 
so the generated audio may provide the distance information. 
As a third example, audio that would normally be generated 
by the geographic navigation application 912 to assistin route 
navigation may be presented Subsequent to, or instead of any 
map annotation message audio data that may exist. 
0110. At block 1310, geographic navigation application 
912 determines whether or not the map annotation message 
includes image data that corresponds with the route segment. 
If the message includes image data that corresponds with the 
route segment (the “Yes” branch from block 1310), then at 
block 1312, the image data is presented. For example, an 
image of a landmark may be displayed on a display Screen 
associated with receiving device 900. 
0111. At block 1314, geographic navigation application 
912 determines whether or not the map annotation message 
includes Supplemental data that corresponds with the route 
segment. If the message does include Supplemental data that 
corresponds with the route segment (the “Yes” branch from 
block 1314), then at block 1316, the supplemental data is 
presented. For example, a URL for a web page associated 
with a nearby landmark, or the actual web page, may be 
presented on a display Screen associated with receiving 
device 900. 
0112 At block 1318, geographic navigation application 
912 determines whether or not a current location is suffi 
ciently near the destination associated with the route being 
navigated. If the destination has not yet been reached (the 
“No” branch from block 1318), then presentation continues 
as described above with reference to block 1302. 
0113 FIG. 14 illustrates an example process 1400 for 
presenting a map annotation message based on a current 
context. Context may be determined based on any number of 
factors, including, but not limited to, a user-defined setting on 
the receiving device, a user activity level, a current speed, and 
SO. O. 

0114. At block 1402, a current context is determined. For 
example, if the receiving device is capable of functioning in 
multiple modes, the current context may be based on a current 
mode of the device. For example, a mobile phone may be in a 
first mode (associated with a first context) while a user is 
making a call, and may be in a second mode (associated with 
a second context) while executing a geographical navigation 
application. As another example, a portable GPS device may 
determine a context based on a calculated speed at which the 
device is moving, indicating that a user of the GPS device may 
be walking, riding a bicycle, or traveling in a vehicle. 
0.115. At block 1404, a determination is made as to 
whether or not the determined context is a video-safe context. 
For example, if the context is determined based on a calcu 
lated speed, if the speed is slower thana pre-defined threshold 
speed, it may be determined that a visual-based presentation 
of route navigation cues is safe. Alternatively, if a calculated 
speed is faster than a pre-defined threshold speed (e.g., indi 
cating that the user of the device may be driving a vehicle), 
then it is determined that a visual-based presentation of route 
navigation cues is not safe. 
0116. If it is determined that the current context is a video 
safe context (the “Yes” branch from block 1404), then at 
block 1406, visual-based route navigation cues are presented. 
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0117. On the other hand, if it is determined that the current 
context is not a video-safe context (the “No” branch from 
block 1404), then at block 1408, audio-based route navigation 
cues are presented. For example, receiving device 900 may 
prevent presentation of data representing ink or pointer data, 
image data, or Supplemental data, and instead, present only 
audio data corresponding to a route represented by the map 
annotation message. 
0118 FIG. 14 provides one example of context-based map 
annotation message presentation. In other example imple 
mentations, other factors may be used to determine a current 
context, and other combinations of data from a map annota 
tion message may be presented depending on a current con 
text. 

0119 For example, FIG. 15 illustrates another example 
process 1500 for presenting a map annotation message based 
on a current context. In this example implementation, context 
may be determined based on any number of factors, includ 
ing, but not limited to, current weather conditions, traffic 
density, time of day, and so on. 
0120. At block 1502, a current context is determined. For 
example, the receiving device may access current weather or 
traffic conditions over the Internet, or may determine a cur 
rent time. 
0121. At block 1504, a determination is made as to 
whether or not the determined context indicates a more desir 
able route. For example, if the current traffic conditions or 
time of day Suggest that traffic is dense along the route indi 
cated by the received message (e.g., rush-hour city traffic), 
then the receiving device determines that an alternate route 
may be desired. As another example, if the received map 
annotation message indicates that the route represented by the 
map annotation message is a scenic route, but the current time 
is after dark, then the receiving device may determine that a 
shorter, more direct route may be more desirable. 
0122) If it is determined that the current context does not 
indicate a more desirable route (the “No” branch from block 
1504), then at block 1506, the route represented by the 
received map annotation message is presented. 
0123. On the other hand, if it is determined that the current 
context does indicate a more desirable route (the “Yes” 
branch from block 1504), then at block 1508, one or more 
alternate route segments are suggested. For example, receiv 
ing device 900 may determine one or more alternate routes 
based on a current location and a destination represented by 
the map annotation message. The alternate route may be 
determined, for example, according to algorithms imple 
mented on the receiving device. 

Conclusion 

0.124. Although the subject matter has been described in 
language specific to structural features and/or methodologi 
cal operations, it is to be understood that the Subject matter 
defined in the appended claims is not necessarily limited to 
the specific features or operations described. Rather, the spe 
cific features and acts are disclosed as example forms of 
implementing the claims. 
What is claimed is: 
1. A method implemented on a receiving device, the 

method comprising: 
receiving a message that includes map annotation data, the 

message being received from a source external to the 
receiving device; 
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determining a route indicated by the map annotation data; 
and 

presenting the route through an output associated with the 
receiving device. 

2. A method as recited in claim 1, wherein the map anno 
tation data includes map data, the method further comprising 
correlating the map data with a system map associated with 
the receiving device. 

3. A method as recited in claim 2, wherein the map data 
comprises a scanned image of a map. 

4. A method as recited in claim 2, wherein the map data 
comprises a representation of a building floor plan. 

5. A method as recited in claim 1, wherein the map anno 
tation data comprises one or more of 
map data; 
pointer data; 
ink data; 
route data; 
audio data; or 
image data. 
6. A method as recited in claim 1, wherein the map anno 

tation data comprises audio data, the method further compris 
ing: 

performing speech recognition on the audio data; 
segmenting the audio databased on segments of the route; 
playing segments of the audio data while presenting the 

route. Such that at any given time, a segment of the audio 
data that is being played corresponds with a segment of 
the route that is currently being presented. 

7. A method as recited in claim 1, wherein the map anno 
tation data includes pointer data or ink data, the method 
further comprising: 

registering the pointer data or ink data with a system map 
associated with the receiving device; and 

determining the route based on the pointer data or ink data. 
8. A method as recited in claim 7, wherein: 
the map annotation data further includes audio data; and 
the pointer data or the ink data is registered relative to the 

system map based, at least in part, on location data 
extracted from the audio data. 

9. A system for receiving and presenting map annotation 
messages, the System comprising: 

a communication interface for receiving a map annotation 
message; 

a processor; 
a memory; 
map annotation message decomposition instructions 

stored in the memory and executed on the processor to 
extract data from the map annotation message; 

geographic navigation instructions stored in the memory 
and executed on the processor to present instructions for 
navigating a route represented by the map annotation 
message. 

10. A system as recited in claim 9, wherein the map anno 
tation message decomposition instructions comprise Voice 
recognition instructions for extracting words from audio data 
associated with the map annotation message. 

11. A system as recited in claim 9, wherein the map anno 
tation message decomposition instructions comprise tempo 
ral message analysis instructions for analyzing temporal rela 
tionships between each of a plurality of data types in the map 
annotation message. 
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12. A system as recited in claim 9, wherein the map anno 
tation message decomposition instructions comprise optical 
character recognition instructions for extracting text from a 
map image. 

13. A system as recited in claim 9, wherein the geographic 
navigation instructions comprise audio generation instruc 
tions for generating audio that is associated with the route 
represented by the map annotation message. 

14. A system as recited in claim 9, wherein the map anno 
tation message decomposition instructions comprise: 

data correlation instructions for correlating pointer data or 
ink data from the map annotation message with map 
data; 

Voice recognition instructions for extracting words from 
audio data associated with the map annotation message. 

15. One or more computer readable media encoded with 
instructions that, when executed on a processor, direct the 
processor to perform operations comprising: 

receiving a map annotation message, the map annotation 
message including any combination of 
map data; 
route data; 
audio data; 
pointer data; 
ink data; 
image data; or 
Supplemental data; 

determining a route represented by the map annotation 
message; and 

presenting the route represented by the map annotation 
message. 

16. One or more computer readable media as recited in 
claim 15, wherein: 

determining the route represented by the map annotation 
message includes: 
performing Voice recognition on the audio data to extract 

navigation keywords; 
determining temporal relationships between the audio 

data, the pointer data, and the ink data; 
correlating the map data, the route data, the pointer data, 

the ink data, and the navigation keywords extracted 
from the audio data with a system map: 

segmenting the audio data based on segments of the 
route represented by the map annotation message; and 
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associating the image data with one or more segments of 
the route represented by the map annotation message; 
and 

presenting the route represented by the map annotation 
message includes: 
presenting a visual representation of navigation direc 

tions for a particular segment of the route represented 
by the map annotation message; 

presenting a portion of the audio data of the map anno 
tation message that corresponds with the particular 
segment of the route represented by the map annota 
tion message; and 

presenting image data of the map annotation message 
that corresponds with the particular segment of the 
route represented by the map annotation message. 

17. One or more computer readable media as recited in 
claim 15, wherein presenting the route represented by the 
map annotation message comprises: 

determining a context within which a navigation device is 
being used; 

based on the context, presenting a portion of data included 
in the map annotation message and not presenting 
another portion of the data included in the map annota 
tion message. 

18. One or more computer readable media as recited in 
claim 15, wherein the map annotation message includes route 
data that was recorded in real-time as an author of the map 
annotation message navigated the route. 

19. One or more computer readable media as recited in 
claim 15, wherein presenting the route represented by the 
map annotation message comprises: 

generating additional audio data separate from the map 
annotation message; and 

presenting the additional audio data in addition to present 
ing the audio data included in the map annotation mes 
Sage. 

20. One or more computer readable media as recited in 
claim 15, wherein presenting the route represented by the 
map annotation message comprises: 

generating additional audio data separate from the map 
annotation message; and 

presenting the additional audio data instead of presenting 
the audio data included in the map annotation message. 

c c c c c 


